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Wh\[ Disaggregated Storage? Hardware-accelerated
Storage Disaggregation Solution

High-performance and High-capacity
Enhance your Datacenter without

With the rapid increase in data production, driven by advancements in Al and the a
Compromising Performance

growing complexity of large language models (LLMs), efficient storage
management has become a pressing challenge. LLMs demand significant amounts
of data and computational resources, placing additional strain on traditional KE\I nghllghts
storage infrastructures. In response, storage disaggregation technologies are

emerging as a key solution, enabling the separation of compute and storage to

enhance system efficiency. . fiandomiiead S
(ops)  Random Write 5.7M

Lower CapEX and OpEX Random RW Mix 10.3M

Disaggregated storage effectively lowers capital expenditures (CapEx) by mitigating 15k Sequential Read 2856

over-provisioning and facilitating more efficient utilization of storage resources. (GB/s)  Sequential Write 285

Rather than maintaining excess capacity for each individual server, centralized Sequential RW Mix 46

storage pools can be dynamically allocated, enhancing overall resource utilization.

Furthermore, disaggregated storage contributes to a reduction in operational

expenditures (OpEx) by enabling independent management of storage resources

separate from CPUs. This separation streamlines management processes and

minimizes operational inefficiencies, allowing for the independent updating or Expose DPU as a standard NVMe-PCle

device to user
Compatible with NVMe 1.3/2.0

entire server system. Expose DPU as a standard NVMe/TCP
Initiator to NVMe/TCP target servers

Compatible with NVMe-oF 1.0c

Wh\l NVME/TC P? Compatible with standard TCP/IP

network

expansion of storage components without necessitating a complete overhaul of the

NVMe over Fabrics (NVMe-oF) has emerged as a leading technology for storage

disaggregation in modern data centers. Among the various transports available,

NVMe/TCP is widely recognized for its scalability and ease of deployment,

particularly in comparison to RDMA-based protocols like RoCEv2, which require Specification can be tailored
specialized network hardware such as RDMA network cards and switches [1, 2, 3, 4]. per customer's request
This characteristic positions NVMe/TCP as a more accessible and flexible solution

for many organizations. However, despite these advantages, NVMe/TCP has

historically encountered performance challenges due to higher overheads, which

can hinder its efficiency for high-performance workloads such as artificial

intelligence and machine learning.

Mango StorageBoost™- NVMe/TCP Initiator (NTI) addresses these challenges by
offering an efficient and easy-to-use disaggregation solution for NVMe/TCP

initiators.
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Seamless Integration

Mango StorageBoost™- NVMe/TCP Initiator is seamlessly |Virtua| Machinel | Container |

integrated into existing storage systems. By presenting the
| Storage Interface |

DPU as a standard NVMe PCle device, the storage systems

are able to utilize NTI with no SW modification. On the | NVMe/TCP Driver | NVMe Driver
target side, NTI can connect to any NVMe/TCP target | TC"D/IP | -
servers through a standard TCP/IP network and Ethernet -
switches. | me [l)nver |
| Network Card | Hardware MangoBoost DPU

Effortless integration of NTI as a replacement for existing storage stacks, |

leveraging its compatibility with both storage and network interfaces. Network Interface

Fast and Flexible Storage Solution with Disaggregated Infrastructure

Mango StorageBoost™- NVMe/TCP Initiator is designed to meet the rigorous demands of diverse workloads, delivering
exceptional performance and usability. With its high bandwidth and low latency, NTI fully leverages accelerators such as GPUs
and supports cloud services, including virtual machines and containers, as well as targeted storage systems. NTI integrates
seamlessly into existing storage networks without necessitating modifications to the current infrastructure. This capability
empowers modern data centers to fully harness their potential, optimizing both energy efficiency and cost-effectiveness.

Accelerate entire

NVMe/TCP protocol
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Industry-standard Benchmark and Real-World Use Cases

Discover how Mango StorageBoost™ - NVMe/TCP Initiator plays a crucial role in enhancing Al infrastructure and optimizing Al

systems.

1. MLPerf™ Storage benchmark

MLPerf™ Storage benchmark measures how fast storage systems can supply training data when a model is being trained.
MangoBoost submitted the industry-first DPU-accelerated NVMe/TCP Storage system on MLPerf Storage v1.0 [5],
demonstrating the best Ethernet-based system result.

2. Mango StorageBoost™- GPU Storage Boost (GSB)

Mango StorageBoost™- GPU Storage Boost (GSB) is a software solution for efficient data movement between GPUs and
storage. When combined with Mango StorageBoost™- NVMe/TCP Initiator, GSB enables highly efficient GPU data movement,
even over remote storage systems based on the TCP/IP transport layer without any CPU involvement. MangoBoost co-
presented with AMD at SDC 2024 [6], showcasing large language model (LLM) training utilizing AMD MI300X GPUs, enhanced
by the Mango StorageBoost™ solution.

[1] Answering Your Questions: NVMe ™/TCP: What You Need to Know About the Specification, https.//nvmexpress.org/answering-your-questions-nvme-tcp-what-you-need-to-know-about-

the-specification-webcast-qa/

[2] Pavilion compares RoCE and TCP NVMe over Fabrics performance, https://blocksandfiles.com/2018/08/16/pavilion-compares-roce-and-tcp-nvme-over-fabrics-performance/
[3] SRNIC: A Scalable Architecture for RDMA NICs, NSDI 23, https://www.usenix.org/conference/nsdi23/presentation/wang-zilong

[4] RDMA over Ethernet for Distributed Training at Meta Scale, SIGCOMM 24, https://dl.acm.org/doi/abs/10.1145/3651890.3672233

[5] https://mlcommons.org/2024/09/mliperf-storage-v1-0-benchmark-results/
[6] Accelerating GPU Server Access to Network-Attached Disaggregated Storage using Data Processing Unit (DPU), https://www.sniadeveloper.org/events/agenda/session/666
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